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Hand Gestures for Elderly Care Using a Microsoft 
Kinect

Abstract
                         

The link between humans and computers, called human-computer interaction (HCI) techniques, has 
the potential to improve quality of life, where analysis of the information collected from humans 
through computers allows personal patient requirements to be achieved. Among them, a computer 
vision system for helping elderly patients currently attracts a large amount of research interest to avail 
of personal requirements. This paper proposes a real-time computer vision system to recognize hand 
gestures for elderly patients who are disabled or unable to translate their orders or feelings into words. 
The proposed system uses a Microsoft Kinect v2 Sensor, installed in front of the elderly patient, 
to recognize hand signs that correspond to a specific request and sends their meanings to the care 
provider or family member through a microcontroller and global system for mobile communications 
(GSM). The experimental results illustrated the effectiveness of the proposed system, which showed 
promising results with several hand signs, whilst being reliable, safe, comfortable, and cost-effective.
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Introduction
The aged population in the world is increasing by 

9 million per year and it is expected to reach to more 
than 800 million people by 2025 [1]. The increase in 
the number of elderly people requires many healthcare 
organizations and homecare services. Although 
homecare services enable elderly patients to remain 
at home and thus reduce the effective costs resulting 
from long hospital stays and minimizing visits to 
emergency departments, it is hard for the elderly to 
communicate with family membership or care provider 
when they need help if they request something such as 

a meal, water, toilet and other personal requirements 
[2]. Human-computer interaction (HCI) based on 
a computer vision system using hand gesture may 
provide an important homecare service and help elderly 
patients [3] who are deaf-mute or have lost speech 
ability because of stroke, blindness or hemiplegia 
which make them unable to convey or translate their 
sensation to the care provider easily and quickly. 

The current glove attached sensors for recognizing 
hand gestures, such as flex sensors [4], gyroscope 
and accelerometer sensors [5] are restrictive and 
uncomfortable for patients. In addition, they may cause 
skin damage to  people who suffer from burns and 
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those with sensitive skin. To address these challenges, 
a non-contact sensor based on a camera was used in 
this study to recognize the elderly hand signs without 
any physical contact. Moreover, the obtained hand sign 
corresponding to a specific request was reported to 
connect the care provider through a global system for 
mobile communication (GSM) modem. 

This system used a real-time computer vision 
system based on a Kinect v2 Sensor to recognize hand 
and provided natural interaction without using direct-
attaching sensor which may reduce the communication 
gap between patients and care providers or other 
family members.

Related works

The hand gesture recognition systems can be 
classified into two approaches. The first approach is 
the contact approach using wearable gloves with a 
direct-attached sensor to provide physical response 
depending on the type of sensors such as flex sensors 
[4], gyroscope and accelerometer sensors [5], tactiles 
[6], and optic fibers [7]. All these sensors are used 
to give the output response related to capturing hand 
movement and position by detecting the proper 
coordination of the site of the forehand and fingers. 
However, sensor-based glove approach needs to be 
attached to the computer physically [8], which may 
obstruct the facility of interaction between patients 
and computers. In addition, some of these sensors are 
expensive and may cause sensor fault in the case of 
power failure [9].

The second approach is the non-contact approach 
mainly utilizing a computer vision system based on 
a camera such as thermal camera [10], RGB camera, 
depth camera, time of flight camera (TOF) [11], and 
night vision camera [12]. Many image and video 
processing algorithms are used with this approach to 
capture images or videos [13, 14]. These algorithms 
are dealing with a region of interest (ROI) through 
pixel processing and extract features that help to track 
and clarify hand sign. Therefore, this non-contact 
approach provides natural interaction where there is no 
need to wear any external hardware. However, some 
disadvantages may arise with variation in illumination 
levels, orientations and positions of the subject in the 
captured video. Therefore, several pre-processing 
operations need to be implemented to address these 
issues. Several methods were used in improving the 
algorithm at different mechanism achievements for 
detecting and tracking the static or dynamic hand 

sign such as Haar-like features [15], convex hull 
mechanism [16], contour matching technique [17], 
and skin color method [18]. However, these methods 
have some drawbacks if they are compared with the 
first approach such as the Haar technique requires an 
accurate type of data for learning and training to detect 
each hand. Also, the Convex hull method and contour 
matching technique are complete with the convexity 
defect realize from a chamber between each finger. 
To be able to distinguish the hand signs, the fingers 
should be completely visible with the area between 
each of them, while skin color has issues consisting 
of lighting condition variations and problems when 
the background has the same color with the skin. On 
the other hand, in the recognition procedure, several 
motivating mechanisms are applied inclusively rule-
based [19], dynamic time warping (DTW) [20], 
hidden Markov Model (HMM) and support vector 
machine (SVM) [21]. However, these recognition 
methods may sometimes use data set, which increases 
accuracy over the rule-based method, getting a valid 
outcome which is considered simple and suitable for 
a small amount of data. Finally, these approaches 
provide natural interaction with cost-effectiveness. 
In this study, we developed a real-time non-contact 
system based on a Microsoft Kinect Sensor, Arduino 
Nano microcontroller and GSM to capture hand signs 
of elderly patients and send their request to the care 
provider accurately and as fast as possible.

Experimental
Participants and experimental setup

The paper  was  conducted  us ing  4  e lder ly 
participants (3 male and 1 female) between the age of 
60 and 75 years old and 1 adult (33 years old). This 
study adhered to the Declaration of Helsinki ethical 
principles (Finland 1964) where a written informed 
consent form was obtained from all participants after 
a full explanation of the experimental procedures. 
The experiment was for approximately 1-h for each 
participant at home environment and repeated at 
various times to obtain sufficient outcomes. The 
Microsoft Kinect v2 sensor was installed at an angle 
of 0° and a distance of approximately 1-1.5 m with a 
resolution of 1920 × 1080 and a frame rate of 30 fps. 
The Kinect sensor was connected to a laptop with a 
conversion power adaptor and a standard development 
kit (Microsoft Kinect for Windows SDK 2.0) installed. 
Fig. 1 shows the experimental setup of the proposed 
system.
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System design

The schematic diagram of the proposed system is 
shown in Fig. 2. The system design of the proposed 
system can be divided into 3 main parts: the Microsoft 
Kinect sensor, Arduino Nano microcontroller and GSM 
Module Sim800l. 

Microsoft Kinect sensor

Microsoft released the Kinect v1 as a peripheral 
device in 2010; the Microsoft company released 
XBOX360 for game purposes. With the increasing 
request in the store, the company modified it to be 
appropriate for operating systems like Windows 
using Microsoft’s Kinect Standard Development Kit 
(Microsoft Kinect for Windows SDK 2.0) and power 
converter [22-25]. With this, it made it possible 
for developers and researchers to do development 
on a computer. After that, the new release in 2014 
considered the subsequent generation of the sensor 
(Kinect v2) which improved rendering, precision and 
wideer field of view [22-25]. This is because the v2 
release utilized a ToF technology [26] instead of light 
coding technology [27] utilized in Kinect sensor v1. 
Differentiation between the two releases (Kinect v1, 
v2) technology was explained in previous studies [25-
28]. Fig. 3 shows the outer view of the Microsoft 
Kinect sensor v2 for Xbox One.

Kinect sensor v2 includes 3 visual sensors, a RGB 
camera, an IR sensor, an IR projector that provides 
outputs, an RGB image, and a depth image. These 

features permit body tracking, 3D human rebuilding, 
human skeletal tracking, and human joint tracking. 
Because Kinect v2 is supplied with PC adapter and has 
particular advantages at a low cost, and is intended for 
the gaming uses, it has been a common equipment for 
many biomedical implementations in both research and 
clinical applications [29].

Arduino Nano microcontroller

The Microcontroller, based on Arduino, type 
Nano, acts as an interface between GSM module and 
computer, which links with the module through 2 
digital pins and with a computer through USB serial. 
This microcontroller has 14 digital I/O pins and 8 
analog pins. Also, the clock frequency is 16 MHz [30]. 
It receives data from Matlab and processes it to control 
message sending. In addition, it has some advantages 
such as small size, cheap, and easy to program with an 
open-source platform.

GSM module SIM800l

The GSM (module SIM800l) is a small modem 
approximately 0.025 m² that can operate in a 
voltage range from 3.4 to 4.4 V [31], which is used 
for communication purposes, such as sending and 
receiving SMS messages, GPRS data and making 
voice calls. Therefore, it is suitable for usage in 
sending a patient request to the care provider cellphone 
containing 5 messages controlled by data process in 
a microcontroller depending on a Matlab program 
command. Therefore, the GSM module transmitter and 
receiver (TX, RX ) is connected with 2 digital pins of 
a microcontroller. In addition, the Vcc, ground pins of 
the module are connected with 5 V charger through the 
DC to DC step down buck converter LM2596 to avoid 
the drop voltage of the microcontroller.

Image and video algorithms

This section characterizes the proposed camera 
module architecture based on Kinect output as shown 
in Fig. 4. As the first step, the Kinect RGB camera 
sensor was used for acquiring an RGB color frame 

Fig. 1  Experimental setup of the proposed system.
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Fig. 2  The schematic diagram of the proposed system.
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continuously, which provided resolution 1080X1920 
for 30 frames per second (fps) and setting for a single 
frame per trigger. After that, the algorithm based on the 
computer vision system was used to detect the patient’s 
face before processing the frame. Thereafter, apply 
the image processing algorithm to the image frame’s 
in order to process and convert RGB color space to 
YUV color space [32]. After getting YUV channels, 
the threshold was applied to these channels to segment 
skin color tone. The next step was to use morphology 

operations such as image erosion, dilation and filtering 
to detect and track the patient’s hand.

The following points clarify the function of each 
block:

(1) The Kinect RGB-camera was used as acquisition 
device to acquire video frame in real-time.

(2) The first step used KLT algorithm to detect 
face in a live video then handled the result to use it in 
another step.

(3) Then the RGB video frames split into sequence 
of frames in order to be processed with image 
processing in the next steps.

(4) Convert RGB colour space into YUV colour 
space splitting into 3 channels.

(5) Apply thresholding to YUV channels to extract 
skin colour.

(6) The background was subtracted by the previous 
step and cleaned using morphological operations in 
this step in order to smooth the edge of skin detected 
and remove small objects.

(7) User morphology operation to enhance the 
result and segmented the face only by subtracting the 
detected face by the first step with the previous result.

(8) Morphological operations were used to enhance 
results from the binary image and extract the hand 
palm in order to count the number of fingers using 
Connected components function in a binary image 
where each number of finger appeared related to the 
specific request.

The morphological operations were applied to the 
logical image which had 2 values, 0 and 1. Therefore, it 
can easily deal with the ROI such as object extraction, 
image subtraction, image masking, elimination of 
image noise and enhancement of the outcome result.

As an image resulted from the preceded operation, 
it can be filtered with erosion; to eliminate undesired 
pixels, while pixel of hand palm was set to be 1, then 
every pixel near the border would be erased count on 
the radius of the palm centre. 5 hand fingers could 
be found by subtracting the resulting image frame 
from the preceded frame. The final step was to detect 
and count white areas of the finger appearance that 
represented and identified the order. Each hand sign 
was introduced as a request, involving 1 to 5 finger 
signs where they signaled “water,” “meal”, “toilet”, 
“help” and “medicine”.

Fig. 3 Microsoft Kinect sensor v2 for Xbox One.

Fig. 4  Camera module architecture based on Kinect sensor.
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Result and Discussion

In this experiment, the 5 hand signs were discovered 
and familiarized by using the suggested method in 
real-time. The Kinect sensor captured 30 frames per 
second (fps) and was used in the tested method with 
a computer Elite-book Intel(R) Core(TM) i7-2620M 
CPU@(2.70 GHz) 64-bit, Windows 10 operating 
system and Matlab R2018a program. The empirical 
outcomes offered 4 overtures including a mainframe, 
hand tracking, hand segment and finger extraction. The 
hand segmentation method based on skin colour using 
RGB Kinect camera was followed by morphological 
processing to minimize noise and filling punctures into 
the hand surface, which was then represented as binary 
form black (as background elimination) and white 
region (hand).

Finally, the fingers were extracted by doing some of 
the morphological processes and was utilized to give 
the hand sign and identify the request of the hand signs 
according to finger counting. Using this execution, it 
is possible to identify the request of each hand sign 
accurately identical to the request as specified by 
the elderly participants and the care provider at the 
preceded procedure. Fig. 6 shows the result of the 
proposed system.

The system presented 5 hand gestures (1, 2, 3, 4 and 
5) using a finger counting technique. Our analysis with 
regard to all the recorded tested samples with results 
are presented in Table 1 and Fig. 5.

The system was tested at 1 h for each participant, 
where the total number of tested gestures could be 
calculated as follows:

T = P IGM,	 (1)

where T is the total number of tested per gesture, P is 
the number of participants, I is the number of repetition 
test at a different time per participant, G is the number 
of type gesture tested, and M is the repetition test at 1 
h for every gesture. Using this equation, we can easily 
calculate the total of the tested gestures. In this case, 
the 32 samples for every type of gesture was tested for 
elderly participants and 192 presented total number 
of gesture tested for elderly participants. Add the test 
result for the adult person where M equal to 4 and I 
equal to 3. The test gave 12 samples for every type 
of gesture and presented 72 total number of gestures 
tested for the adult participants.    

As mentioned above, the total number of test per 
unit gesture was 44 for all participants and 264 tested 
samples for overall tests. The result presented for false 
recognition was because detection was more sensitive 
for gesture number “3” than the other gestures. To 
overcome this problem, we processed the number of 
frames such as 5 frames, picked out the last result, and 
so on, which might be slightly time-consuming but 
decreased the fault rate. All the requests in Fig. 6 are 
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Fig. 5  The recognition rate of the total tested gestures.

Table 1 The outcome analysis of the total number of tested gestures per participant

Hand gesture type Total number of samples 
per tested gestures

Number of recognizable 
gestures

Number of
Un-recognizable

gestures

Percentage of correct 
recognition for total 
number of sample

gestures (%)

Percentage of false 
recognition for total 
number of sample 

gestures (%)

0 44 44 0 100 0

1 44 41 3 93.18 6.82

2 44 42 2 95.45 4.55

3 44 38 6 86.36 13.64

4 44 41 3 93.18 6.82

5 44 44 0 100 0

Total 264 250 14 -- --
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related to the number of finger appearance.
Although the proposed system was accurate, 

cost-effective, easy to use and portable, it has some 
limitations. The first limitation is that some older 
patients may have difficulties remembering the signs 

or gestures. In addition, some medical events such 
as hand convulsionse and Parkinson’s disease, might 
impact the stabilization and motion of the hand [33]. 
Therefore, a simple approach should be used with 
regard to these cases. The second limitation is that the 

Fig. 6  The obtained results of the proposed system.
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proposed system may have some background issues 
similar to skin color tone and low light condition. 

Conclusions

In this paper, a real-time computer vision system 
to recognize hand gestures for elderly patients was 
proposed using Microsoft Kinect sensor v2, Arduino 
Nano Microcontroller and GSM. The 5 hand signs 
recognised included the open palm gestures, 1, 2, 3 
and 4 sign fingers which identified the elderly patients’ 
requests such as water, meal, toilet, help and medicine, 
sent as a message through the GSM Module Sim800l 
controlled by an Arduino Nano Microcontroller. The 
proposed system was implemented under daylight 
conditions and offered the elderly people an easy and 
simple way to communicate with the family member 
or care provider. Although the proposed system was 
accurate, cost-effective, easy to use and portable, 
further studies on robustness, low light condition and 
detection range are needed to achieve better outcomes.
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